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ABSTRACT

An iterative receiver for Multiple-Input Multiple-Output (MIMO) Orthogonal Frequency Division Multiplexing (OFDM)
systems in time-frequency wireless channels is presented. Multi-User Detection (MUD) and Channel Estimation (CE)
are performed using soft information iteratively provided by the single-user decoders. Bidimensional Slepian expansion
exploits time and frequency channel variation. Performance of the system are presented via numerical simulations.

1. INTRODUCTION

Future wireless communications will combine different advanced techniques such as multiple antennas and multi-carrier
modulation to provide high data rates [1]. Multiple-Input Multiple-Output (MIMO) systems increase capacity propor-
tionally to the minimum number of transmit and receive antennas while Orthogonal Frequency Division Multiplexing
(OFDM) simplifies channel equalization at receiver side. Iterative receivers for Multi-User Detection (MUD) [2, 3, 4]
achieve near-optimum performance with contained complexity. Recent architectures [5, 6, 7] perform in the iterative loop
MUD, single-user decoding, and Channel Estimation (CE). CE allows use of coherent modulation. Time and frequency
correlation have been exploited efficiently [8, 9] via use of the discrete prolate spheroidal (DPS) sequences [10].

We combine the iterative receiver for MIMO-OFDM systems in [7] with the bidimensional estimator in [9], meant to
operate in time-frequency variant environments, i.e. where the channel exhibits correlation in both time and frequency.
The paper is organized as follows: the model for the MIMO-OFDM system is described in Sec. 2; in Sec. 3 we develop the
iterative receiver; Sec. 4 shows the performance obtained via simulations; some concluding remarks are given in Sec. 5.

Notation - Column vectors (resp. matrices) are denoted with lower (resp. upper)-case bold letters; ai (resp. Ai,j)
denotes the ith (resp. (i, j)th) element of vector a (resp. matrix A); diag(a) denotes a diagonal matrix whose main
diagonal is a. IN denotes the N × N identity matrix; i(n)

N denotes the nth column of IN ; eN (resp. oN ) denotes a
vector of length N whose elements are 1 (resp. 0); E{.}, (.)∗, (.)T and (.)H denote expectation, conjugate, transpose
and conjugate transpose operators; ⊗ is the Kronecker matrix product; ℜ(a) and ℑ(a) denote the real and imaginary
parts of a; ⌈a⌉ denotes the smallest integer value greater or equal than a; j is the imaginary unit; N (µ, σ2) is the normal
distribution with mean µ and variance σ2; NC(µ,Σ) is the circular symmetric complex normal distribution with mean
vector µ and covariance matrix Σ; symbol ∼ means “distributed as”.

2. SYSTEM MODEL

We consider a MIMO-OFDM system with K transmit antennas (TAs) and N receive antennas (RAs) and assume that
each transmit antenna sends an independent data stream( e.g. a scenario with K different users with one single TA and
one base station with N RAs). The transmission is frame oriented: the bit stream of each TA is divided in groups of
Lb source bits; each group is encoded via a convolutional encoder and a random interleaver; Lp pilot bits are inserted to
produce a frame of L code bits. Code bits are mapped into symbols via QPSK modulation, i.e. Lx = L/2 symbols per
frame. The frame is divided into S = Lx/M blocks, with M being the number of subcarriers. Each block provides an
OFDM symbol to be transmitted on the wireless channel, thus each codeword spans both time and frequency dimensions.

We assume that pilot QPSK symbols are distributed in the frame according to a hexagonal grid in which Mp sub-
carriers present Sp pilots each, thus having Lp/2 = MpSp pilots per frame, i.e. a pilot-to-symbol ratio (PSR) Lp/L.
More specifically, we assume that the subcarriers in which pilots are present are given by the following set of indexes
{⌈

(2m−1)M
2Mp

⌉}Mp

m=1
. Also, referring to the mth subcarrier among those containing pilots, pilots are distributed according

to the following set of time indexes
{

mod
(⌈

(2s−1)S
2Sp

⌉

+
⌈

(m−1)S
2Sp

⌉

, S
)}Sp

s=1
.

In the following, bk[ℓ] and ck[ℓ] denote the ℓth source bit and the ℓth code bit (including pilots), to be transmitted by
the kth TA. Also, referring to themth subcarrier during transmission of the sth OFDM symbol: xk[m, s] denotes the sym-
bol transmitted by the kth TA; Hn,k[m, s] denotes the channel coefficient between the kth TA and the nth RA; wn[m, s]
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denotes the additive noise at the nth RA; rn[m, s] denotes the received signal at the nth RA. QPSK mapping is based on
x[m, s] = (ck(2ℓ− 1) − jck(2ℓ)) /

√
2, while demapping on ck(2ℓ − 1) = ℜ(xk[m, s]) and ck(2ℓ) = −ℑ(xk[m, s]),

where ℓ = (s − 1)M + m. Assume the length of the cyclic prefix exceeds the channel delay spread, and denote the
transmitted vector, the noise vector (∼ NC(oN , σ

2
wIN )), the received vector, and the channel matrix

x[m, s] = (x1[m, s], . . . , xK [m, s])
T

w[m, s] = (w1[m, s], . . . , wN [m, s])
T
,

r[m, s] = (r1[m, s], . . . , rN [m, s])
T
,

H[m, s] =







H1,1[m, s] . . . H1,K [m, s]
...

. . .
...

HN,1[m, s] . . . HN,K [m, s]






,

then the discrete-time model for the received signal is

r[m, s] = H[m, s]x[m, s] +w[m, s] . (1)

Also, we denote the channel vector from kth TA as h(k)[m, s] = H[m, s]i
(k)
K .

3. ITERATIVE RECEIVER

Transmissions from the various TAs combine at each RA and are jointly processed to unveil the original bitstreams. Each
OFDM symbol is demodulated and sent to the iterative decoder, which performs three tasks: (i) MUD - via Parallel
Interference Cancellation (PIC) and Minimum Mean Square Error (MMSE) filtering [2, 5, 6, 7]; “input”: received data
from the demodulator, extrinsic code information from the Soft-Input Soft-Output (SISO) decoders, channel estimates
from the channel estimator; “output”: extrinsic symbol information to the SISO decoders; (ii) SISO Decoding - via
BCJR algorithm [11]; “input”: extrinsic symbol information from the MUD; “output”: extrinsic code information to
the MUD, a posteriori code information to the channel estimator, a posteriori source information as final output; (iii)
CE - via bidimensional Slepian expansion and Linear MMSE (LMMSE) estimation [9]; “input”: received data from the
demodulator, a posteriori code information from the SISO decoders; “output”: channel estimates to the MUD.

Both the multi-user detector and the SISO decoders exchange extrinsic-based soft information on symbols xk. We
denote x̃k the one passing from the SISO decoders to the multi-user detector, and z̃k the one passing from the multi-user
detector to the SISO decoders. SISO decoders also provide a posteriori-based soft information on symbol xk, denoted
x̂k, to the channel estimator. The channel estimator provides channel coefficient estimates, denoted Ĥn,k.

It is worth noticing that SISO decoders pre-process {z̃k[1], . . . , z̃k[Lx]} via demapping and deinterleaving, and post-
process {x̃k[1], . . . , x̃k[Lx]} and {x̂k[1], . . . , x̂k[Lx]} via interleaving and mapping.

3.1. MUD

The received signals (1) are processed separately for each subcarrier and for each OFDM symbol. We omit the indexes m
and s to simplify notation. Also, we assume that the receiver has perfect knowledge of the channel coefficients, while in
practice estimates from the channel estimator are used (H is replaced with Ĥ).

The PIC block receives x̃ from the SISO decoders and H from the channel estimator. The interference component
for the kth TA is Hx̃(k), where x̃(k) = x̃ − x̃ki

(k)
K , then for each TA it is possible to compute the residual term from

the interference cancellation as r̃(k) = r −Hx̃(k). The residual term is then processed with an MMSE filter, to reduce
further the effects of noise and interference, giving the extrinsic-based soft information

z̃k =
i
(k)T
K

(

HHH + σ2
wV

−1
(k)

)

−1

HHr̃(k)

i
(k)T
K

(

HHH + σ2
wV

−1
(k)

)

−1

HHh(k)

,

where V(k) = diag
(

(1 − |x̃1|2, . . . , 1 − |x̃k−1|2, 1, 1 − |x̃k+1|2, . . . , 1 − |x̃K |2)
)

. For the derivation refer to [7].

3.2. SISO Decoding

After collecting {z̃k[1], . . . , z̃k[Lx]}, each TA can be decoded independently using the BCJR algorithm [11]. The model
for the output of the multi-user detector [2], used by the single SISO decoder for the kth TA, is z̃k = µkxk + vk, with

vk ∼ N (0, η2
k), where µk = 1, and η2

k =

(

i
(k)T
K

(

HHH + σ2
wV

−1
(k)

)

−1

HHh(k)

)

−1

.

The algorithm has been implemented in the log-domain [12]. The initialization of forward and backward variables
takes into account that the encoder starts and stops (due to the insertion of tail bits within each frame) in state 1.



3.3. CE

Assume a time-frequency variant channel with maximum normalized delay spread η
(d)
max and maximum normalized

Doppler spread ν(D)
max, i.e. the support of the scattering function Hn,k(η, ν) =

∑M
m=1

∑S
s=1Hn,k[m, s]e

−j2π(ηm+νs).
Variables η and ν represent time and frequency as they correspond via a Fourier transformation to frequency index m and
time index s, and account for delay and Doppler, respectively. We consider the bidimensional Slepian expansion

Hn,k[m, s] ≈
L

∑

ℓ=1

I
∑

i=1

ψn,k[ℓ, i]ui[s]vℓ[m] , (2)

where ψn,k[ℓ, i] is the (ℓ, i)th Slepian coefficient for the link between the kth TA and the nth RA; vℓ[m] (resp. ui[s])
is the mth (resp. sth) sample of the ℓth (resp. ith) DPS sequence for the frequency (resp. time) interval {1, . . . ,M}
(resp. {1, . . . , S}) and delay (resp. Doppler) extension η(d)

max (resp. ν(D)
max). DPS sequences are defined as the solutions to

∑M
m′=1 2η

(d)
maxsinc

(

2η
(d)
max(m′ −m)

)

vℓ[m
′] = λ

(d)
ℓ vℓ[m]

(

resp.
∑S
s′=1 2ν

(D)
maxsinc

(

2ν
(D)
max(s′ − s)

)

ui[s
′] = λ

(D)
i ui[s]

)

,

with λ
(d)
ℓ and λ

(D)
i denoting the corresponding eigenvalues. In (2) the limits of the sums are M (d) ≤ L ≤M and

S(D) ≤ I ≤ S, beingM (d) =
⌈

2η
(d)
maxM

⌉

+ 1 and S(D) =
⌈

2ν
(D)
maxS

⌉

+ 1 the approximate signal space extensions. Space

concentration, is due to the eigenvalues λ(d)
ℓ (resp. λ(D)

i ) becoming negligible for ℓ > 2η
(d)
maxS (resp. i > 2ν

(D)
maxS).

Let v[m] = (v1[m], . . . , vL[m])
T,u[s] = (u1[s], . . . , uI [s])

T, λ(d) =
(

λ
(d)
1 , . . . , λ

(d)
L

)T

, λ(D) =
(

λ
(D)
1 , . . . , λ

(D)
I

)T

;

and collect the received signals, r[s] =
(

rT[1, s], . . . , rT[M, s]
)T

, r =
(

rT[1], . . . , rT[S]
)T

; the transmitted signals,

Ξ[m, s] = IN ⊗ (x[m, s] ⊗ v[m] ⊗ u[s])
T, Ξ[s] =

(

Ξ
T[1, s], . . . ,ΞT[M, s]

)T
, Ξ =

(

Ξ
T[1], . . . ,ΞT[S]

)T
; the Sle-

pian coefficients, ψn,k[ℓ] = (ψn,k[ℓ, 1], . . . , ψn,k[ℓ, I])
T, ψn,k =

(

ψT
n,k[1], . . . ,ψT

n,k[L]
)T

, ψn =
(

ψT
n,1, . . . ,ψ

T
n,K

)T
,

ψ =
(

ψT
1 , . . . ,ψ

T
N

)T
; and the noise,w =

(

wT[1], . . . ,wT[S]
)T

,w[s] =
(

wT[1, s], . . . ,wT[M, s]
)T

; the signal model
for CE is r = Ξψ +w, giving the following LMMSE channel estimate [9] to be used in (2)

ψ̂ =
(

Ξ̂
H
∆

−1
Ξ̂ +C−1

ψ

)

−1

Ξ̂
H
∆

−1r ,

where Cψ = 1

2η
(d)
max

1

2ν
(D)
max

diag
(

eNK ⊗ λ(d) ⊗ λ(D)
)

is the covariance matrix of the Slepian coefficients; Ξ̂ = E {Ξ}
contains the expected transmitted symbols computed via a posteriori-based soft information from the SISO decoders;

∆ = Θ + σ2
wINMS , Θ = diag(ϑ), ϑ =

(

ϑT[1], . . . ,ϑT[S]
)T

, ϑ[s] =
(

ϑT[1, s], . . . ,ϑT[M, s]
)T

, ϑ[m, s] =
(

∑K
k=1

(

1 − |x̂k[m, s]|2
)

)

eN . CE is evaluated via Normalized Mean Square Error (NMSE)

δH =
E{|Hn,k[m, s] − Ĥn,k[m, s]|2}

E{|Hn,k[m, s]|2}
.

4. SIMULATION RESULTS

Bit-Error Rate (BER) performance vs Signal-to-Noise Ratio (SNR) have been obtained via numerical simulations and
compared with the case in which Perfect Channel State Information (PCSI) is assumed at the receiver.

Results shown here refer to 2 × 2 systems with M = 32 subcarriers and S = 128 OFDM symbols per frame, thus
L = 8192 code bits per frame. Iteration number is set to 7. Time-frequency variant wireless channels were simulated via
Rayleigh fading according to Jakes’model [13]. Channel coefficients for each TA-RA pair were generated according to
a model with 15 interfering paths, maximum normalized delay spread η(d)

max = 0.05, and maximum normalized Doppler
spread ν(D)

max = 0.005. Delay-Doppler space reduces from (M,S) = (32, 128) to (M (d), S(D)) = (5, 3), and L × I =
8 × 6 = 48 coefficients were used for the Slepian expansion.

In each frame we considered 4 different pilot configurations: (i) PSR= 0.44% with Mp = 6 and Sp = 3; (ii)
PSR= 0.88% with Mp = 12 and Sp = 3; (iii) PSR= 0.88% with Mp = 6 and Sp = 6; (iv) PSR= 1.76% with Mp = 12
and Sp = 6; Excluding pilots we have respectively 8156, 8120, 8120, and 8048 code bits generated at rate R = 1/2 via
a recursive systematic convolutional encoder with generators (7, 5)8 and with two tail bits used to enforce the final state
into 1, thus Lb = 4076, Lb = 4058, Lb = 4058, and Lb = 4022 source bits per frame, respectively.

Fig. 1 shows the performance of the different pilot configurations compared with the PCSI case. From the sampling
theorem point of view, configuration (i) should be sufficient to estimate the channel, as pilot spacing doubles Nyquist rate.
However it is apparent from the simulations that twice Nyquist rate is not sufficient for the turbo effect to lead the system
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Fig. 1. BER-vs-SNR for a 2 × 2 system.
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Fig. 2. NMSE-vs-SNR for a 2 × 2 system.

approach the PCSI case. Oversampling is necessary: configurations (ii) and (iii) double the sampling rate in frequency
and time, respectively, with consequent improvement. Finally configuration (iv), oversampling in both dimensions, gave
excellent performance. As comparison, Fig. 1 also shows the performance of the system in [7]. Denoted as (1d), it uses a
monodimensional channel estimator, with pilots on all the subcarriers (Mp = M , Sp = 6), i.e. PSR= 4.69%.

It is worth noticing that the number of pilots in the case (1d) is slightly less than 3 times the number of pilots in the
case (iv) although the latter experience much better performance. The reason lies in the use of the bidimensional channel
estimation. The counter effect is an increased computational complexity. Fig. 2 shows the corresponding performance of
the channel estimator that follows the same trend of the whole system.

5. CONCLUSION

An iterative receiver performing joint MUD, SISO decoding and CE for MIMO-OFDM systems in time-frequency variant
wireless channels has been presented. It implements PIC and MMSE filtering for MUD, bidimensional Slepian expansion
and LMMSE estimation for CE, log-domain BCJR algorithm for single-user SISO decoding. Simulations with convolu-
tional coding and QPSK modulation showed excellent performance in terms of BER-vs-SNR. Small amount of pilots is
needed to approach the PCSI case with vanishing degradation.
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